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Abstract. Nowadays, the management and control of open complex
giant systems have become a hot topic. In this paper, based on the fea-
tures of network topology, nodes’ heterogeneity and various information
attributes, we propose a trilateral game to model the information flow
management mechanism for open complex giant systems. Moreover, the
players’ interactions and strategies are elaborated, followed by the deriva-
tion of the subgame perfect Nash equilibrium of this game. Furthermore,
we provide a toy example relying on the K-anonymity algorithm to model
the degree of ‘information transparency’ for the information supervisors.
Finally, sufficient simulation results and theoretical analysis show the
efficiency and feasibility of our proposed model.
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1 Introduction

Recently, the open complex giant system has provoked a heated discussion among
the researchers in the field of the system engineering. Numerous systems can be
deemed as an open complex giant system, such as the online social networks [1],
Internet of things (IoT) based intelligent systems [2], the management system
of a large society even of a country, etc. An efficient management and control
mechanism is beneficial in terms of maintaining the “smooth” operation of afore-
mentioned giant systems.

An open complex giant system is composed of a large number of physical
or virtual nodes having different functions. Specifically, an open complex giant
system has the following features: (a) Network topology: An open complex giant
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system is associated with a large network size as well as a sophisticated network
topology. Also, it has few strong-connection nodes, while owns numerous weak-
connection nodes in the systems, which may often lead to an asymmetric feature.
(b) Nodes’ heterogeneity: If mapping the system into a graph, the nodes can
be classified as sensors (acquire information), actuators (process information)
and controllers (supervise information) [3]. (c) Various information attributes:
Information in an open complex giant system often has various attributes, which
determine the depth and width of the information management.

Relying on the aforementioned statements, the open complex giant system
often leads to big data acquirement, transmission as well as complex information
management. Therefore, in this treatise, we focus our attention on the informa-
tion flow management for open complex giant systems.

In literatures, game theory has been widely used to model the information
flow management. In [4], Qiu et al. proposed an information management model
taking into account the human impacts, such as knowledge, belief, persuasion,
memory and reputation. In [5], Zhang et al. studied the problem of informa-
tion management via evolutionary game theory to investigate the cooperative
behavior among nodes with respect to the energy consumption and the network
congestion. However, few treatises have considered the information management
and control of the open complex giant system.

Inspired by the above-mentioned open challenges, we analyze the information
flow management mechanism relying on the game theory. Our original contribu-
tions are summarized as follows:

– We propose a trilateral game for modeling the information flow management
mechanism of open complex giant systems. Three kinds of players are defined.
Moreover, their interactions as well as strategies are elaborated, followed by
the derivation of its subgame perfect Nash equilibrium.

– K-anonymity algorithm [6,7] is first referred to model the degree of ‘informa-
tion transparency’ for the information supervisors. Furthermore, a toy exam-
ple of our proposed trilateral game is provided with respect to a concrete
description.

– Sufficient simulation results and theoretical analysis show the efficiency and
feasibility of our proposed trilateral game model.

The rest of this paper is organized as follows. In Sect. 2, we establish the tri-
lateral game model and introduce its fundamental elements. Section 3 elaborates
the derivation of subgame perfect Nash equilibrium considered. A toy example
of our proposed trilateral game is provided in Sect. 4, followed by our conclusions
in Sect. 5.

2 Trilateral Game Model

2.1 Players

The game includes three types of players: managed objects, information man-
agers and information supervisors.
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Fig. 1. A typical information flow management scenario.

Table 1. Notations

DP The data provided by management objects

DM The anonymous data provided by information managers

VP The value of data DP

VM The value of data DM

σM The level of information transparency realized by information managers

rM The information supervisor’s requirement of quality of data DM

CM The costs of storing and modifying data DP

CS The costs of analysing data DM

PM The payoff to information managers

PS The payoff to information supervisors

– Management Objects. A management object provides information data to
information managers and he can decide how much sensitive information he
would like to provide (Fig. 1 and Table 1).

– Information Managers. A information manager collects information data
from management objects. The information manager uses some privacy pre-
serving data publishing(PPDP) techniques to modify the data set DP , making
sure that the level of information transparency is no less than σM (0 ≤ σM ≤
1) that he has promised to management objects.

– Information Supervisors. The information supervisor gets information
data set DM from information managers and then analyzes the data to
improve his supervisory ability. The improvement of the supervisory ability
brought by analysing the data set DM highly depends on the value of DM .

2.2 Payoffs

Information Supervisor’s Payoff. The information supervisors improve their
supervisory ability by analysing the data set DM , the higher value of DM , the
more improvement, thus the income can be defined as:
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Fig. 2. The game strategy tree.

Sincome = fS(VM ), (1)

where f(·) is an increasing function of VM . Also f(·) can be customized to fit
the characters of different applications.

Sexpenditure = g1(VM ;ΓS) + CS , (2)

where g1(·;ΓS) is a parametric function and CS denotes a fixed cost of analysing
the data VM . The information supervisor needs to input more supervisory costs
to get more valuable data, so g1(VM ;ΓS) is an increasing function of VM . Each
combination of the parameter ΓS and the minimum requirement rM is a strategy
of supervisors. Therefore the payoff to the information supervisor is defined as:

PS = fS(VM ) − g1(VM ;ΓS) − CS . (3)

Information Manager’s Payoff. The improvement of information manager’s
management ability depends on the intensity of supervision, here we assume
that the improvement is proportional to supervisory costs, hence the income of
information manager can be defined as:

Mincome = C · g1(VM ;ΓS), (4)

where C denotes as the gain factor. The expenditure of information manager
consists of two parts:

Mexpenditure = g2(VP ;ΓM ) + CM , (5)

where the parametric function g2(VP ;ΓM ) denotes the management costs spend
on management objects and CM denotes a fixed cost of storing and modifying
the data DP . The information manager need to input more management costs
to for higher VP of DP . The parametric function g2(VP ;ΓM ) is an increasing
function of VP . Therefore the payoff to information manager is defined as:

PM = C · g1(VM ;ΓS) − g2(VP ;ΓM ) − CM . (6)
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The information manager use some PPDP methods to modify data set DM to
guarantee the promised information transparency level σM . And higher σM will
lead to decrease in VP , and we use LσM

to denote the decrease:

VM = VP − L(σM ). (7)

Each combination of ΓM and σM is a strategy of information manager. The
information manager’s strategy will influence management object’s decision and
indirect affect VP , we model this relation as follows:

VP = fP (ΓM , σM ), (8)

where fP (ΓM , σM ) is an increasing function of σM . Plugging (7) and (8) into
(6), the final form of payoff to information manager is:

PM = C · g1(fP (ΓM , σM ) − L(σM );ΓS) − g2(fP (ΓM , σM );ΓM ) − CM . (9)

2.3 Game Rules

The information supervisor first makes an offer (ΓS , rM ) to information manager,
then the information manager makes his offer (ΓM , σM ) to management objects,
finally each management object makes a response to the offer. The extensive form
of this sequential is shown in Fig. 2. The game is terminated if the information
supervisor’s payoff or the information manager’s payoff is less than zero. The
goal of the game is to maximize PM and PS .

3 Subgame Perfect Nash Equilibrium

The interaction between information managers and information supervisors is
modeled as a finite sequential game with complete and perfect information, hence
we can use backward induction to find the game’s subgame perfect Nash equi-
librium.

3.1 Equilibrium Strategies of Information Managers

Suppose that the information supervisor makes an offer (ΓS , rM ), the infor-
mation manager finds his optional action by solving the following constrained
optimization problem:

max
(ΓM ,σM )

[C · g1(fP (ΓM , σM ) − L(σM );ΓS) − g2(fP (ΓM , σM );ΓM ) − CM ]

s.t. 0 ≤ σM ≤ 1,

fP (ΓM , σM ) − L(σM ) ≥ rM .

(10)

If the optimal action (Γ ∗
M , σ∗

M ) exists and the corresponding payoff P ∗
M is greater

than zero, then the information manager accepts the offer and sends his strategy
(Γ ∗

M , σ∗
M ) to management objects. Otherwise, the information manager rejects

the offer and the game terminates.
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3.2 Equilibrium Strategies of Information Supervisors

Suppose that the information manager accepts an offer (ΓS , rM ) and chooses
his optimal response (ΓM , σM ), then the optimal strategy of the information
supervisor can be found by solving the following optimization problem:

max
(ΓS ,rM )

[ ˜fS(V ∗
M ) − g̃1(V ∗

M ;ΓS) − CS ]

s.t. ˜fS(V ∗
M ) = fS(fP (Γ ∗

M , σ∗
M )) − L(σ∗

M ),
g̃1(V ∗

M ;ΓS) = g1(fP (Γ ∗
M , σ∗

M )) − L(σ∗
M ;ΓS).

(11)

We denotes the optimum solution to above problem as (Γ ∗
S , r∗

M ), if the corre-
sponding payoff P ∗

S is greater than zero, then (Γ ∗
S , r∗

M ) is the supervisor’s optimal
strategy. If both P ∗

S and P ∗
M exist and are greater than zero, then the solution

[(Γ ∗
S , r∗

M ), (Γ ∗
M , σ∗

M )] is the optimal strategy to achieve subgame perfect Nash
equilibrium.

4 A Toy Example Relying on K-Anonymity

In this section, we choose K-anonymity as a specified PPDP method adopted
by the information manager to change the degree of information transparency.
According to the principles of K-anonymity, the information manager modifies
the value of quasi-identifiers in original data table to make sure that every tuple
in the anonymous table is indistinguishable form at least k−1 other tuples along
the quasi-identifiers.

4.1 Game Model

We assume that the data set DP has N tuples and each tuple corresponds to one
management object. Every tuple consists of M attributes and every attribute

Fig. 3. Simulation results
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is allowed to have null value. Suppose that the total number of management
objects is fixed, denoted by N0, and that the data set D0 is provided by N0

management objects and contains non null value. Then the data set DP can be
seen as the product of replacing some entries of D0 with null values. The total
value of DP will decrease with the growth of numbers of replaced entries. We
use V0

Δ= V (D0) to represent the value of data set D0, and the value of DP can
be defined as:

VP = V0 · (1 − ηnull), (12)

where ηnull is the percentage of null values in DP . As defined in (8), VP is depen-
dent on the information manager’s strategy, which means ηnull is determined by
(ΓM , σM ). Here we assume that the management costs spend on management
objects is proportion to the value of DP , which means:

g2(VP ;ΓM ) = κM · VP , (13)

where κM is the gain factor and κM ≥ 1. After introducing κM , ηnull can be
determined by κM and σM :

ηnull = ft(κM , σM ). (14)

Considering that 0 ≤ ηnull ≤ 1 and ηnull should decrease as κM and σM increase,
we define ft(·) as follows:

ft(κM , σM ) = (1 − σM )log10κM . (15)

Plugging (15) and (14) into (12), VP can be expressed as follows:

VP = V0(1 − (1 − σM )log10κM ). (16)

Supposed that the information manager replaces the null entries in DP with
the most common value of the corresponding attribute, the resulting data set is
then modified to DM using K-anonymity methods. According to K-anonymity
rules, for a given k (k ≥ 1), the probability of a tuple in DM being re-identified
is less than 1/k. Hence the information transparency level σM can be defined as:

σM = 1 − 1
k

. (17)

The information manager can change the value of k to change the information
transparency level. To find the quantitative relation between k and information
loss, we carried out anonymization experiments on a real data set and found that
the information loss appears to be a piecewise function of k. If k is large enough,
the information loss is almost invariant with k. Therefore we choose a sigmoid
function to model the relation between k and (VP − VM )/VP (see Fig. 3):

VP − VM

VP
=

k√
k2 + τ

, (18)
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where τ is a constant and τ > 0. For simplicity, we use log k to replace k in (18)
to slow down the increase of information loss with k. Also we set τ to 50 to make
the range between 0 and 0.5, then (18) can be rewritten as:

VP − VM

VP
=

log k
√

(log k)2 + 50
. (19)

The relation between VM and VP is now clear:

VM = VP (1 − log k
√

(log k)2 + 50
). (20)

Similar to (13), we assume that the supervisory costs spend by information
supervisors is in proportion to VM :

g1(VM ;ΓS) = κS · VM , (21)

where κS is the gain factor and κS > 0. For a given offer (κS , rM ), the infor-
mation manager will find the best combination of κM and k to maximize his
payoff:

PM = κSVM − κMVP − CM . (22)

Also the optimal strategy (κ∗
M , k∗) should satisfy:

V ∗
P = V0(1 − k−log10κM ). (23)

If the maximum payoff P ∗
M is large than zero, then the information manager

makes an offer (κ∗
M , 1 − 1/k∗) to management objects.

Information supervisors improve their supervisory ability by analysing data
set DM .

Sincome = fS(VM ) = βSVM , (24)

where βS is a constant and βS > 0. Then the payoff to the information supervisor
can be defines as:

PS = βSVM − κSVM = (βS − κS)VM = (βS − κS) · fr, (25)

where VM is determined by the information manager’s strategy (κM , k), which
is actually dependent on the information supervisor’s strategy (κS , rM ) and
fr(·) denotes the relation between VM and (κS , rM ). The information super-
visor searches his optimal strategy to maximize the above payoff.

Deriving the analytical form of κ∗
M , k∗, κ∗

S , r∗
M is complicated. Here we only

choose several specific values of κS and rM , and conduct numerical simulation
in Matlab to find the optimal strategy (κ∗

M , k∗) for each combination (κS , rM ).
For simplicity, we set V0 = 1, C = 1, and CS = CM = 0. Figure 3(b) and (c)
show the simulation results, the value “0” means that the information manager
fails to find a meaningful strategy (i.e. PM > 0, PS > 0).
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Based on the results shown in Fig. 3(b) and (c), we can observe that:

– As κS increases, the number of “0” decreases. It means that the information
manager will release data of higher quantity and quality, which is beneficial
for improving supervisory ability.

– As κS increases, the value of k∗ decreases. It means that while making less
effort to protect the management objects’ privacy, the information manager
has to spend more management costs to get a data set of desired quantity
and quality.

– For a given κS , the optimal strategy (κ∗
M , k∗) is almost invariant with rM .

This implicates that the maximum of PM can be reached at one certain point.
Although the increase of rM will narrow the search space, the maximum point
will always be included, as long as rM is not too high.

5 Conclusions

In this paper, we studied the management and control for open complex giant
systems. First of all, we proposed a trilateral game to model the information
flow management mechanism. Secondly, we presented the subgame perfect Nash
equilibrium of our proposed game. Furthermore, we provided a toy example
based on the K-anonymity algorithm to model the degree of ‘information trans-
parency’ for the information supervisors, followed by sufficient simulation results
and theoretical analysis.
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