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Abstract—Large scale network systems such as Internet, smart
grids and social networks become an indispensable part of our
daily life. However, due to their inherent vulnerability as well
as the limited management and operational capability, these
network systems are constantly under the threat of malicious
attackers. In such attack-defense scenarios, it is particularly
significant to make the best use of defenders’ limited resources
and capability. In this paper, we propose a networked Colonel
Blotto game, where the attackers and defenders allocate the
limited resources on network nodes, and their utility depends
on certain network performance metrics, which are defined for
evaluating the performance of the whole network system. Fur-
thermore, considering the complexity of the equilibrium analysis
in large scale network systems, a co-evolution based algorithm
is proposed for obtaining the practical action sets as well as
achieving the mixed-strategy Nash equilibrium. Finally, relying
on three real-world network systems, i.e., computer networks,
Internet of vehicles and online social networks, simulation results
show the effectiveness and feasibility of our proposed model,
which is conducive to the design, management and maintenance
of real-world network systems.

Index Terms—Colonel Blotto game, resource allocation, net-
work attack-defense security.

I. INTRODUCTION

Network systems, such as Internet, smart grids, social

networks, etc., play a critical role in human society. However,

various security vulnerabilities threaten their normal operation

and provide opportunities for malicious attackers, who can

trigger huge damage just by attacking few key nodes. By

contrast, it is also beneficial of improving the reliability of

the network system by emphatically protecting these weak key

nodes. Considering the limitation of attack-defense resources

and capability of both the attacker and defender, rationally

allocating depletable attack-defense resource on the whole

network system becomes an important issue [1]–[4]. In order

to model such attack-defense scenarios, game theory is a pow-

erful tool, and the Colonel Blotto game [5] is a useful model

for attack-defense resource allocation, where two players are in

charge of the force assignment for a number of battlefields and

attempt to win as many battlefields as possible. The Colonel

Blotto game has been widely studied and applied in a range of

fields [6], such as military, information forecasting, social sci-

ence, communication and computer networks, etc [7]. As for

communication and computer networks, Wu et al. [8] inves-

tigated the optimal power selection problem against jamming

attacks. Furthermore, Fuchs and Khargonekar [9] constituted a

game model for resource allocation with asymmetric informa-

tion in wireless sensor networks. Hajimirsadeghi et al. [10]

proposed a Colonel Blotto game based dynamic spectrum

allocation scheme in the multi-user environment.

However, these game models just establish a simple and

linear relationship between the global utility and the results

on each battlefield. In practical systems, the global utility and

the result of each battlefield often have a complex and implicit

relationship. Moreover, with the increase of the number of

resources and battlefields, the number of feasible actions grows

exponentially. Hence, most related works just concentrate

on simple toy systems and efficient solutions for large-scale

network systems are needed. To address the aforementioned

issues, in this paper, we propose a novel networked Colonel

Blotto game to study the attack-defense problem in network

systems. The original contributions of this paper can be

summarized as follows:

• A networked Colonel Blotto game model is constituted

for the ubiquitous attack-defense resource allocation in

network systems. Moreover, several performance metrics

are defined for evaluating the network performance as

well as for formulating the utility of proposed game.

• As for games in large scale network systems with enor-

mous action sets of both players, considering the com-

plexity of finding the equilibrium, we propose a genetic

algorithm based co-evolution algorithm for generating

practical action sets and for searching quality strategies.

• Our networked Colonel Blotto game model is applied to

three large-scale network systems, i.e., Internet, vehicular

networks and online social networks. The real-world data-

driven simulations verify its validity and feasibility.

The remaining content is arranged as follows. We introduce

our networked Colonel Blotto game model and network perfor-

mance metrics in Section II. Section III provides the detailed

analysis of this zero-sum game and presents the co-evolution

based algorithms for seeking quality strategies. Simulation

results based on the three real-world dataset are shown in

Section IV, followed by the conclusions in Section V.
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II. GAME MODEL

A. Networked Colonel Blotto Game

The networked Colonel Blotto game is a one-shot two-

player zero-sum game, where two players are the defender

and the attacker, respectively. Firstly, the network system is

defined as an undirected graph denoted by G = {V,E},
where V = {v1, v2, . . . , vN} represents the set of nodes and

E = {e1, e2, . . . , eM} is the set of edges. N represents the

total number of nodes, while M denotes the total number of

edges. Each edge can be expressed by the set of two nodes it

connects. For example, ek = {vi, vj} represents that ek is the

edge that connects nodes vi and vj . As for the defender, the

quantity of defense resources is A1, which can be allocated

on nodes for preventing potential attacks. Hence, the action

of the defender can be represented as a1 = [a11, a
2
1, . . . , a

N
1 ],

where ai1 ≥ 0 stands for the quantity of defense resources

that allocated on node vi, and we have
∑N

i=1 a
i
1 = A1. By

contrast, the quantity of attack resources is A2, and the action

of the attacker is a2 = [a12, a
2
2, . . . , a

N
2 ], where ai2 also satisfies

ai2 ≥ 0 and
∑N

i=1 a
i
2 = A2. The action sets of the defender

and attacker are A1 and A2, respectively. Moreover, we assume

that the self-defense capability of node vi is ai0 ≥ 0, and

a0 = [a10, a
2
0, . . . , a

N
0 ].

Then, the result of the “battle” on each node depends on

the quantity of the attack-defense resources that two players

allocate. Hence, we can divide the nodes into two sets, i.e.,

the set of nodes V1 controlled by the defender, and the set of

nodes V2 controlled by the attacker. Then, the result of the

“battle” on node vi follows:

vi ∈
{
V1, if ai0 + ai1 ≥ ai2,

V2, if ai0 + ai1 < ai2.
(1)

Moreover, edges can also be divided into three categories

according to the nodes they connect. These three sets are

denoted as E11, E12 and E22. Specifically, edge ek ∈ Eij

(i, j ∈ {1, 2}, i ≤ j) indicates that the two nodes it connects

are from Vi and Vj . Fig. 1 shows the relationship between

nodes’ attack-defense resource allocated and their affiliation.

In order to compare the performance of the whole network,

we denote the original network system as G′, while the

network system after the game is G′′. In the original network

system G′, we assume that ai1 = ai2 = 0. Finally, the utility

function of the game can be given by:

u1(a1,a2) = −u2(a1,a2) = f(G′′)− f(G′), (2)

where u1 represents the utility of the defender, while u2 is the

utility of the attacker. Moreover, f(·) denotes the evaluation

function of the network performance. Hence, the defender’s

goal is to minimize the performance loss, while the attacker

aims for maximizing it, which constitutes a zero-sum game.

B. Network Performance Evaluation

In this subsection, we will introduce some commonly used

network characteristics to construct evaluation function f(·).
For the convenience of presentation, we adopt the adjacency

(a) (b)

Fig. 1. The relationship between the nodes’ attack-defense resources al-
located and their affiliation. (a) The quantity of attack-defense resources
allocated on each node. (b) The categories that nodes and edges belong to.

matrix W = (wij)N×N to represent the network topology. In

an unweighted graph, wij ∈ {0, 1} represents the existence

of an edge {vi, vj}, while wij ≥ 0 denotes the weight of the

edge {vi, vj} in a weighted graph.

1) Network Connectivity: If some nodes are controlled and

damaged by the attacker, the network connectivity will change.

Therefore, the weight of edge wij can be defined as:

wij =

{
1, if {vi, vj} ∈ E11,

0, if {vi, vj} /∈ E11,
(3)

in an unweighted graph. Because there may exist unconnected

parts in the network, the network can be divided into one or

more sub-networks. the sub-network with most nodes is named

as the giant component. If the giant component contains n
nodes, the network connectivity based evaluation function can

be denoted as:

f(G) = n. (4)

2) Average Path Length: Sometimes, attacks may not dam-

age the network’s connectivity, but may still influence the

performance of edges. Here the path pi1,iK between nodes

vi1 and viK can be represented by an ordered but not repeated

node sequence, i.e., pi1,iK = [vi1 , vi2 , . . . , viK ]. As for a pair

of adjacent nodes vik and vik+1
on the path, there exists

wik,ik+1
> 0. The length of a path is defined as the total

weight of the edges it includes, i.e.,

r(pi1,iK ) =
∑

[vik ,vik+1
] ∈ pi1,iK

wik,ik+1
, (5)

where [vik , vik+1
] denotes two adjacent nodes on the path.

Note that there often exist multiple paths between two nodes.

Hence, the shortest length of the path between two nodes can

be given by:

r�ij = min
pij

r(pij). (6)

The average path length of the network is calculated as:

r̄ =

∑
i �=j r

�
ij

N(N − 1)
. (7)

Thus, the average path length based evaluation function can

be formulated as:

f(G) = −r̄. (8)



3) Transmission Capability: In transmission scenarios such

as computer virus in computer networks and rumors in social

networks, the susceptible-infection (SI) propagation model is

commonly adopted. In this model, nodes have two states,

i.e., the susceptible state (S) and the infected state (I). The

susceptible node can be infected by its neighboring infected

nodes. Here we take the time after the game as time step

t = 0, where the nodes in V2 are initial infected nodes, while

the nodes in V1 are the initial susceptible nodes. Relying on

the SI propagation model, at each time step t, node vi may

be infected and added into V2 with the probability of:

pi(t) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∑
{j : {vi,vj}∈E12}

cj∑
{j : {vi,vj}∈E} cj

, if vi ∈ V1,

1, if vi ∈ V2,

(9)

where cj is the influence of node vj . Then, we define the av-

erage diffusion time t̄ as the expected time that the proportion

of infected nodes reaching a threshold β, i.e.,

t̄ = E

(
argmin

t

|V2|
N

≥ β

)
, (10)

where |V2| is the number of infected nodes. Therefore, the

transmission capability based performance evaluation function

can be given by:

f(G) = t̄. (11)

III. STRATEGIES ANALYSIS

A. Strategies in Small-Scale Network Systems

In this subsection, we will discuss about the solution method

of our game model in small-scale network systems. Here we

firstly assume that the amount of resources are integers, i.e.,

A1, A2, a
i
l ∈ N (l = 0, 1, 2, i = 1, 2, . . . , N). Hence, the

action sets of both players A1 and A2 are finite, and the game

becomes a zero-sum matrix game. In this matrix game, we

can easily find the existence of pure strategy Nash equilibrium.

Moreover, the mixed strategies of both players are represented

as s1 = [s11, s
2
1, . . . , s

K1
1 ] and s2 = [s12, s

2
2, . . . , s

K2
2 ], where skl

(l = 1, 2) is the probability that player l takes action ak
l , and

K1, K2 are the size of their action sets. In solving the mixed

strategy Nash equilibrium, the main problem is that the number

of feasible actions is acutely increased with the augment of

Algorithm 1: General equilibrium solution algorithm

1 Input Network system G′, evaluation function f(·);
2 Initialize Set A1, A2 and a0 considering the real scenario,

solving accuracy and computing complexity;

3 Generate the action sets A1 = {a1
1,a

2
1, . . . ,a

K1
1 } and

A2 = {a1
2,a

2
2, . . . ,a

K2
2 } of both players;

4 Calculate the utility u1(a
k1
1 ,ak2

2 ) for every pair of ak1
1 , ak2

2 in
A1, A2, and construct the payoff matrix;

5 Solve the linear programming problems in (12) and (13);
6 Output Nash equilibrium strategy (s�

1, s
�
2) and the expected

utility E(u1);

the number of nodes and the amount of resources. For the

efficiency of finding the solution, we formulate it into a pair

of mutually dual linear programming problems as:

max v

s.t.

K1∑
k1=1

sk1
1 u1(a

k1
1 ,ak2

2 ) ≥ v, k2 = 1, . . . ,K2,

K1∑
k1=1

sk1
1 = 1,

sk1
1 ≥ 0, k1 = 1, . . . ,K1,

(12)

as well as

min w

s.t.

K2∑
k2=1

sk2
2 u1(a

k1
1 ,ak2

2 ) ≤ w, k1 = 1, . . . ,K1,

K2∑
k2=1

sk2
2 = 1,

sk2
2 ≥ 0, k2 = 1, . . . ,K2.

(13)

By solving the prime problem (12) and its dual problem (13),

we get the optimal solution (s�1, v
�) and (s�2, w

�), respectively.

Due to strong duality property, we have v� = w�, which also

equal the defender’s expected utility, i.e.,

E(u1) = u1(s
�
1, s

�
2) =

K1∑
k1=1

K2∑
k2=1

sk1
1 sk2

2 u1(a
k1
1 ,ak2

2 ). (14)

As for the cases that the amount of attack-defense resources

are continuous value, it is still an open challenge to solve the

equilibrium analytically because the utility E(u1) is usually

not a continuous function of a1 and a2 in our model. However,

we can approximate the Nash equilibrium and the expected

utility by the previous method. Therefore, we provide a general

solution as Algorithm 1 which supports accurate analysis of

small-scale network systems with a dozen of nodes. However,

its computational complexity raises rapidly with the increase

of network scale.

B. Strategies in Large-Scale Network Systems

In real network systems, attackers and defenders usually

have commonly used patterns for attacking and defending,

which can be regarded as some commonly chosen actions.

Moreover, the rational defender and attacker will only take the

actions yielding high expected utility as its strategy. Therefore,

in order to simplify the analysis, we can assume that the

action set of the player is composed of only a small part of

quality practical actions from all feasible actions, namely the

practical action set. In order to find the practical action sets

of both players, we propose a co-evolution based algorithm as

Algorithm 2 inspired by the genetic algorithm [11].

Specifically, first of all, we set Kl (l = 1, 2) as the

number of actions in the action set for both players, and

generate random vectors gk
l = [g

k(1)
l , g

k(2)
l , . . . , g

k(N)
l ], where



l = 1, 2, k = 1, 2, . . . ,Kl, and g
k(i)
l ≥ 0 (i = 1, 2, . . . , N)

are independent and identically distributed random numbers

in terms of either uniform distribution in [0, 1], exponential

distribution or others. Then, the initial random actions can be

given by:

ak
l = Al · gk

l∑N
i=1 g

k(i)
l

, (15)

Here, gk
l is also called the chromosome of action ak

l , and

g
k(i)
l (i = 1, 2, . . . , N) are named genes that concatenate it.

Moreover, action set Al composed by ak
l , is a population,

and the set of chromosomes Gl = {g1
l , g

2
l , . . . , g

Kl

l } is a

gene pool. In addition, according to the rational assumption

of players, in order to avoid the case that ai2 ≤ ai0, we adjust

the attacker’s action ak
2 = [a

k(1)
2 , a

k(2)
2 , . . . , a

k(N)
2 ] as:

a
k(i)
2 =

⎧⎪⎨
⎪⎩
0, if i /∈ I

k,

a
k′(i)
2 · A2∑

i∈Ik
a
k′(i)
2

, if i ∈ I
k,

(16)

where ak′(i)
2 is the attacker’s original allocated resources

generated by (15), while I
k is the set of node’s index i that

satisfies ak′(i)
2 > ai0. Given both players’ initial action sets

Al = {a1
l ,a

2
l , . . . ,a

Kl

l }, according to (2), the average utility

of each action is:

uk1
1 =

1

K2

K2∑
k2=1

u1(a
k1
1 ,ak2

2 ), (17)

uk2
2 =

1

K1

K1∑
k1=1

u2(a
k1
1 ,ak2

2 ). (18)

Thus, we can obtain ul = [u1
l , u

2
l , . . . , u

Kl

l ]. Then, we can

generate the child actions of the next generation. In our

algorithm, μlKl actions with the highest utility will be directly

added into the action set of the next generation, where μl is the

proportion. The remaining actions are generated by crossover

and mutation. In the process of crossover, we first select two

parent chromosomes gx
l and gy

l with certain probability as:

pkl =
2(Kl + 1− hk

l )

Kl(Kl + 1)
, (19)

where hk
l is the rank of the average utility of action ak

l in

Al in descending order. Then we randomly choose half of

the genes that inherited from gx
l , and compose node set Vx.

The remaining nodes compose Vy = V \Vx, which indicates

the the genes inherited from gy
l . Hence, we can denote the

crossover gene as:

g
k′(i)
l =

{
g
x(i)
l , if vi ∈ Vx,

g
y(i)
l , if vi ∈ Vy.

(20)

Finally, in order to increase the diversity of the child popula-

tion, each gene g
k′(i)
l mutates with probability γl, i.e.,

g
k(i)
l =

{
grand, with probability γl,

g
k′(i)
l , with probability 1− γl,

(21)

(a) (b) (c) (d)

Fig. 2. The process of generating child chromosome gk
l from parent chro-

mosomes gx
l and gy

l . (a) parent chromosome gx
l . (b) parent chromosome gy

l .

(c) crossover chromosome gk′
l . (d) child chromosome gk

l .

Algorithm 2: Co-evolutionary equilibrium solution algo-

rithm based on practical action sets

1 Input Network system G′, evaluation function f(·), number
of iterations T , resources A1, A2, sizes of action sets K1,
K2, proportion of actions inherited directly μ1, μ2, mutation
probability γ1, γ2;

2 Initialize Generate chromosomes gk
l randomly to build initial

gene pools G1, G2 and action sets A1, A2 as (15), (16);
3 for t = 1, 2, . . . , T do
4 Calculate the utility for every pair of actions in A1 and A2

according to f(·) as (2), and calculate the average utility of
every action u1, u2 as (17), (18);

5 Calculate the probability that being selected in crossover

p1 = [ p11, p
2
1, . . . , p

K1
1 ], p2 = [ p12, p

2
2, . . . , p

K2
2 ] for every

action in A1 and A2 as (19);
6 for l = 1, 2 do
7 Generate empty gene pool G′

l = ∅ and action set A′
l = ∅;

8 for k = 1, 2, . . . ,Kl do
9 if k ≤ μlKl then

10 Choose the action with kth highest utility in Al

according to ul, and add it to A
′
l as ak

l ;
11 else
12 Choose parent chromosomes gx

l , gy
l according to pl;

13 Divide the node index set V into Vx and Vy;

14 Generate crossover chromosome gk′
l by Vx, Vy and

gx
l , gy

l as (20);

15 Generate child chromosome gk
l from gk′

l as (21) with
mutation probability γl, and add it to G

′
l;

16 Generate child action ak
l as (15), (16) and add to A

′
l;

17 Update Gl = G
′
l and Al = A

′
l;

18 Calculate the utility u1(a
k1
1 ,ak2

2 ) for every pair of ak1
1 , ak2

2 in
practical action sets A1, A2;

19 Solve the linear programming problems in (12) and (13);
20 Output Nash equilibrium strategy (s�

1, s
�
2) and the expected

utility E(u1);

where grand is a random value with the same distribution with

the initial genes. Hence, we can obtain child chromosome

gk
l composed by genes g

k(i)
l . Then we generate child action

according to (15), and add it to the action set of the next

generation. Fig. 2 illustrates the process of crossover and muta-

tion. Lastly, we can solve the mixed strategy Nash equilibrium

based on the practical action sets.



TABLE I
APPLICATIONS OF THE GAME MODEL

Scenarios Internet security Communication timeliness of IoV Rumor spread control
Network system computer networks Internet of vehicles (IoV) online social networks

Nodes Internet autonomous systems taxis Sina Weibo1 users

Edges network routes wireless connections friend relationships

Defenders Internet administrators network schedulers opinion supervisors

Attackers hackers interferers rumormongers

Defenders’ action
protect network devices by installing

firewalls, upgrading hardware and
software

enhance anti-jamming capacity of
devices by increasing transmitting

power

increase the resistance and discernment
to rumors of social network users by

opinion supervision

Attackers’ action
attack key network devices by DDoS,
identity spoofing, malicious intrusion

interferes the communication of vehicles
on specific location by jamming

spread rumors to users and turn them
into initial rumor disseminators

Resources
maintenance budget,
computing resources

power consumption,
devices budget

supervisory capacity,
dissemination capacity

Primary goals
protect / break up the Internet

connectivity
anti-interfere / interfere with

communication timeliness
suppress / promote the spread process

of rumors

Game rule Eq. (3) Eq. (22) Eq. (9)

Performance metric f(G) = n f(G) = −r̄ f(G) = t̄

Original dataset
University of Oregon Route Views

Project 2
Beijing Taxi GPS Dataset in T-Drive

Project [12]
Microblog PCU Dataset in UCI ML

Repository 3

Number of nodes 300 125 279

Number of edges 400 425 313

Degree distribution power-law homogeneous power-law

Network features free-scale, small-world ring network free-scale, small-world

1 https://weibo.com/ 2 http://www-personal.umich.edu/∼mejn/netdata/ 3 http://archive.ics.uci.edu/ml

IV. APPLICATIONS AND SIMULATIONS

In this section, we will introduce several applications of our

game model in realistic scenarios based on real-world dataset.

Specifically, we select three scenarios, i.e., Internet security,

communication timeliness of wireless vehicular networks and

rumor spread control in online social networks, which corre-

spond three proposed evaluation metrics. Firstly, we give an

overview of the game models and the network systems of these

applications in Table I. Moreover, the network topologies can

be found in Fig. 3. Because these real network systems are

large-scale, our analysis is mainly based on the co-evolution

algorithm. In all the simulations, we set the parameters of

the algorithm as K1 = K2 = 50, μ1 = μ2 = 0.4, and

γ1 = γ2 = 0.15. Moreover, after iterations in the co-evolution

process, we select ten actions with the highest average utility

as the practical action set for each player and solve the mixed

Nash equilibrium strategies. In order to show the strategies of

both players visualized, we calculate the expected resources

allocated on each node by taking the weighted average of each

action according to the mixed Nash equilibrium, and the results

in the case of A1 = A2 = 100 are illustrated in Fig. 3.

In addition, Fig. 4 provides the relationships between the

resources A1, A2 and expected utility E(u1). Moreover, the

blue mesh on it illustrates the expected utility E(u1) where the

attacker’s action set are randomly generated and the defender’s

action set is still generated by the co-evolution algorithm.

Similarly, the red mesh shows E(u1) where the defender’s

action set are randomly generated. We can find that the

practical action set generated by the co-evolution algorithm

overwhelms the randomly generated action set, which reveals

the effectiveness and validity of our proposed algorithm. The

following is the further explanation and discussion.

A. Internet Security

In Internet attack-defense confrontation, we assume that the

network devices occupied by the attacker will break down,

and hence the weight of these nodes’ neighboring edges will

become zero, which can be represented as (3). In addition,

we set nodes’ self-defense capacity ai0 = 0.01 · di, which is

proportional to the nodes’ degree. According to the simulation

results shown in Fig. 3a and Fig. 3d, the expected utility of the

defender is E(u1) = −198.5 when A1 = A2 = 100. Hence,

there are about 200 network nodes separated from the Internet

backbone under given parameters. In fact, because there are

a few nodes with large degree and there exist hierarchical

structures, this network is highly vulnerable to targeted attacks.

Moreover, the attacker tends to allocate much resources on

nodes with high degree, which makes their neighboring nodes

separated from the giant component, as well as on nodes with

high centrality to make the whole network collapse.

B. Communication Timeliness of Vehicular Networks

In Internet of Vehicles (IoV), vehicles usually transmit

information through multi-hop communications, and hence

the timeliness is a key problem. However, in open wireless

communication environment, malicious attackers can interfere

the communication of vehicle devices through jamming. In

simulation, we assume that the maximum communication

distance of vehicles is 250 meters and all nodes’ self-defense

capacity ai0 = 0.1. The delay of communication links is repre-

sented by the weight of edges. Because malicious interference

will cause serious decline of data rate, we assume that:

wij =

{
1, if {vi, vj} ∈ E11,

10, if {vi, vj} ∈ E12 ∪ E22,
(22)
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Fig. 3. Expected resource allocation of both players. (The top three subfig-
ures are for the defenders, and the following three are for the attackers.)
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Fig. 4. Expected utility of the defender under different A1 and A2.

which indicates that the delay of the succeed interfered devices

will increase tenfold. As shown in Fig. 3b and Fig. 3e, both

players tend to allocate more resources on the nodes with

high centrality. In particular, the gateway nodes, which are

the nodes must be passed in numerous shortest paths, play an

important role. This is mainly because when a regular node

is controlled by the attacker, there still exist other short paths.

However, if a gateway node is controlled, data transmission

has only to suffer huge transmission delay by passing this

interfered node or detouring to another street. Moreover,

increasing the density of vehicles or increasing vehicles’

maximum communication distance will create more intensive

links between vehicles, which is beneficial for improving the

anti-interfere capacity and timeliness of communication.

C. Rumor Spread Control in Online Social Networks

Now we analyze the rumor spreading in a small community

of Sina Weibo, which is a popular online social network in

China. Here the undirected edge in the network represents the

relationship of “friends”, i.e., “following each other”, of two

users. According to the characteristics of social networks, we

use the betweenness centrality to denote the influence ck of

node vk in transmission. Moreover, we set the threshold pro-

portion β = 0.8 and node’s self-defense capacity ai0 = 0.01·di.
According to Fig. 3c and Fig. 3f, two players mainly focus on

two kinds of nodes. One is the nodes with high influence. The

other is the hub nodes connecting the small sub-communities,

which also play critical roles in rumor spread. Moreover, in

Fig. 4c, we simply set f(G′) = 0 for the convenience of

elaborating. Hence the social network of friends has strong

transmission capacity, and it is difficult for the defender to

suppress the emergence and spread of rumors unless he/she

has much more resources than the attacker.

V. CONCLUSIONS

In this paper, we modeled the attack-defense resource allo-

cation in network systems as a networked zero-sum Colonel

Blotto game. In contrast to the traditional Colonel Blotto game

model, our proposed game broadens the application fields of

this kind of resource allocation games. Moreover, we proposed

three kinds of network performance metrics based on network

connectivity, average path length and transmission capacity,

respectively. Furthermore, the co-evolution based algorithm for

obtaining the Nash equilibrium strategies based on practical

action sets improved the feasibility of strategies analysis. Suf-

ficient simulations based on three real-world network systems

proved the effectiveness of our model.
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Montréal, Canada, Jun 2012, pp. 1851–1857.

[10] M. Hajimirsadeghi, G. Sridharan, W. Saad, and N. B. Mandayam, “Inter-
network dynamic spectrum allocation via a Colonel Blotto game,” in
Annual IEEE Conference on Information Science and Systems (CISS),
Princeton, NJ, Mar. 2016, pp. 252–257.

[11] D. Whitley, “A genetic algorithm tutorial,” Statistics and Computing,
vol. 4, no. 2, pp. 65–85, Jun. 1994.

[12] J. Yuan, Y. Zheng, X. Xie, and G. Sun, “T–Drive: Enhancing driving
directions with taxi drivers’ intelligence,” IEEE Transactions on Knowl-
edge & Data Engineering, vol. 25, no. 1, pp. 220–232, Jan. 2013.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


