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Abstract—In view of the compelling applications in both
military and civilian fields, wireless sensor networks (WSNs) have
attracted an unprecedented focus on their easy configuration and
low cost. Due to the openness of wireless media and constrained
resources of WSNs, it is of paramount importance to timely
discern the malicious intrusion and unauthorized manipulation.
In this paper, we engage in providing an intrusion detection
mechanism relying on a novel multi-criteria game. In our model,
the interaction between potential attackers and defenders is
formulated as a two-player non-zero-sum multi-criteria game,
where multiple objectives, i.e. the information security, reputation
and energy consumption, are considered when searching for
the Pareto equilibrium. Moreover, a light weighting strategy
is proposed in order to construct the payoff vector. Finally,
simulation results and theoretical analysis show the effectiveness
and feasibility of our proposed mechanism.

Index Terms—Multi-criteria game, Pareto equilibrium, intru-
sion detection, multi-objective optimization.

I. INTRODUCTION

Recently, wireless sensor networks (WSN5s) have constituted
a promising subject-area for both military applications and for
civilian applications, such as battlefield reconnaissance, health
care surveillance, etc. Relying on compactly and unobtrusively
distributed autonomous sensors, WSNs are beneficial in terms
of constructing a fine-grained monitoring of surrounding phys-
ical or environmental conditions. However, exposed to the
open and deserted wireless environment, sensor nodes are
vulnerable to be manipulated and information may also be
eavesdropped by above-mentioned malicious nodes. Hence, a
superior intrusion detection system (IDS) [1] and reputation
mechanism [2] are conducive to both maintaining the network
normal operation and to ensuring information security.

In the literature, game theory [3]-[6] has been widely
used in IDSs for safeguarding wireless network security [7]-
[12]. Specifically, in [7], Liu et al. analyzed the achievable
Nash equilibrium in both static and dynamic attacker/defender
games. Yu et al. presented a joint analysis of cooperation
stimulation and security in autonomous mobile ad hoc net-
works under a game theoretic framework in [8]. Moreover, a
Bayesian hybrid detection mechanism was proposed for the
defender for monitoring and estimating opponents’ actions.
Chen et al. [9] constructed a game theoretical intrusion detec-
tion framework and elaborated the minimum monitor resource
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requirement as well as the optimal strategy of defenders.
Furthermore, in [10], the IDS was formulated as an incomplete
information stochastic game and a reinforcement learning
based Bayesian Nash-Q learning identification procedure was
proposed by He et al.

However, the above-mentioned intrusion detection mecha-
nisms focused more on a single objective function (OF), which
cannot reflect the contradiction amongst multiple objectives as
well as players’ trade-off consideration during the decision
making process. Multi-objective games achieved significant
gains compared with the conventional single-objective game
in wireless networks and cyber security. In [13], Duan et al.
proposed a communication and storage-aware multi-objective
algorithm in order to fulfill two constraints, i.e. network band-
width and storage resources. Stupia et al. [14] modeled the
power control problem in a Gaussian interference channel as
a competitive multi-objective game to make a balance between
information rate and energy efficiency. In [15], Eisenstadt et
al. constituted a multi-objective attack-defence game and its
solution for highlighting the applicability and advantage to
cyber security.

As for the intrusion detection mechanism in WSNs, on one
hand the normal nodes with an IDS concentrate on largely
preventing information disclosure in terms of minimum energy
consumption. On the other hand, malicious nodes intend to
eavesdrop more useful information, yet to maintain a relatively
high reputation for avoiding being removed from the net-
work. Hence, information security, nodes’ reputation, energy
consumption, etc. should be well considered in designing
the attack-defense intrusion detection mechanism for WSNs.
These challenges give us the motivation to conceive the paper
to construct a multi-criteria intrusion detection game for WSNs
with the following original contributions.

e Bearing in mind the contradiction among information
security, reputation and energy consumption, a two-player
multi-criteria game based intrusion detection mechanism
is formulated for WSNs, followed by a concrete analysis
of its Pareto equilibrium.

o A light weighting strategy is proposed for constructing
the payoff vector, which can be a feasible solution for
our proposed multi-criteria game.
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o A toy example is presented. Moreover, the effectiveness
of our proposed game is verified by sufficient simulations.

The remainder of this paper is outlined as follows. In Sec-
tion II, we propose the multi-criteria intrusion detection game
model for WSNs. Moreover, we analyze its Pareto equilibrium
and a light weighting solution method. Section III presents a
toy example of our proposed mechanism and characterizes its
performance, followed by our conclusions and future work in
Section IV.

II. MULTI-CRITERIA INTRUSION DETECTION GAME
MODEL FOR WSNS

As mentioned above, sensor nodes in WSNs are vulnerable
to numerous security threats when exposed in the open wire-
less environment. In order to detect the attacks from potential
malicious nodes, sensor nodes are usually equipped with sorts
of IDSs. Moreover, the reputation mechanism is constituted
to remove potential malicious nodes and to promote the
cooperation in forwarding information. However, sensor nodes
are required to be energy efficient in terms of their limited
battery power. Hence, in this section, an intrusion detection
mechanism for WSNss is elaborated relying on a resilient multi-
criteria game model, which takes into account the trade-off
between information security, reputation and energy consump-
tion.

A. Game Model

In this subsection, the interaction between a malicious node
and a normal node can be modeled as a two-player and
non-zero-sum multi-criteria game. Specifically, player 1 and
player 2 represent the malicious node and the normal node,
respectively. Furthermore, we assume that player 1 has m
possible action strategies and an objective payoff of ri, while
player 2 has n possible action strategies with an objective
payoff of ro. Each player will receive a payoff vector when it
makes the final decision. Hence, the m x n payoff matrix of
two players, namely A and B, can be formulated as:

[an Q1n
A=| , (1)
L Am1 Amn
[b11 bin
B=| : S (1b)
[bm1 brmn
where a;; = (aj;,...,a;}) and by; = (bj;,...,b;?) denote

the payoff vectors of player 1 and player 2 in the context
of player 1 selecting the pure-strategy ¢ € {1,...,m}, while
player 2 choosing j € {1,...,n}, respectively. The informa-
tion security, reputation and the energy consumption are con-
sidered as the objective variables, i.e. r; = ry = 3. Moreover,
the malicious node has m = 3 strategies for its action, namely
Attack, Idle and Cooperate. As a countermeasure, the normal
node with an IDS correspondingly has n = 3 strategies for its
action, i.e. Monitor, Idle and Cooperate. Hence, the tri-criteria
game (A, B) has been constructed in terms of a pair of payoff

matrices represented by As,s and B33, which are detailedly
described in Table I and in Table II.

TABLE I
PAYOFF MATRIX OF THE TRI-CRITERIA GAME
Monitor Idle Cooperate
Attack (07_R77L7_Ea): (Sayov_Ea)s (Sa7_Rp7_Ea)a
(07Rm?7Em) (7Sa707 0) (7Sa70a7EC)
Idle (01070)’ (0707 O)v (01 _Rpuo)v
(07 0’ 7Em) (0707 0) (0707 7EC)
Cooperate (0,0, —Ee), (0,0, —Ee), (Se, Re, —Ee),
(Oa_va_Em) (0,—Rp,0) (_SC7RC7_EC)
TABLE I

PARAMETER DESCRIPTION FOR THE PAYOFF MATRIX

Symbol Meaning

Sa Private information eavesdropped under a successful attack

Se Private information wiretapped under the bi-cooperation

R Defender’s reputation reward when monitoring an attack &
Attacker’s reputation punishment when its attack monitored

Ry Reputation punishment of refusing cooperation

R Reputation reward of achieving cooperation

Eq Attacker’s energy consumption during an attack

En Defender’s energy consumption during monitoring

E. Energy consumption during cooperating

The payoff of the aforementioned two nodes can be deter-
mined by their final actions. As shown in Table I, the malicious
node (row player) is capable of selecting Artack strategy to
eavesdrop private information, while the normal node with an
IDS (column player) can choose Monitor strategy to protect
its privacy. Additionally, both nodes may execute Idle strategy
for reducing energy consumption, or Cooperate strategy for
restoring their reputation because the node with a flunked
reputation will be removed from the network.

Furthermore, under a successful attack, a large amount
of private information, which is quantified as S,, may be
eavesdropped by the malicious node. While a small quantity
of information of S. may also be wiretapped under the bi-
cooperation scenario because of its forwarding capability.
Without loss of generality, we assume that S, > S..

B. Pareto Equilibrium Analysis

In our multi-criteria game model, the node not only makes
a tradeoff between three conflicting objects, but also takes
into account the opponent’s strategy. In the following, we
first define the concept of Pareto equilibrium for our proposed
multi-criteria game [16].

Definition 1. The final strategy pair (i*,j*) of two players
is a pure-strategy Pareto equilibrium, if there is not another
pair of strategies that satisfies:
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where “=7 represents “less than or equal to” for every
component in a vector as well as “strictly less than” for at
least one component in the vector.

As a result, we can obtain the pure-strategy Pareto equilib-
rium (%, 5*) of our game model, where i, j € {1,2,3}.

The following is the mixed-strategy Pareto equilibrium of
our proposed game. According to Eq. (1), we define two sub-
matrices Ay and By, as:
ok k

any O1n

Ak: ) k:17 yT'1, (33)
_aﬁql afrm
e o,

By = : . : ) k:]-v yI'2. (3b)
_b']rcnl e b']frm

Hence, A and B of Eq. (1) can be reformulated as A =
(Ay,...,A. )" and B = (By,...,B,,)". Let X and Y
denote the strategy space of player 1 and player 2, respectively.
Then, we have:

X = {w:(ml,...,xm)T

(4a)

j=1

(4b)

If player 1 selects a mixed-strategy * € X and player 2
chooses y € ), the expected payoff of both players can be
represented as:
T Ay = (T Ay, ..
' By = (" By, ..

* mTA/rly)’
L x'B,,y).

(5a)
(5b)

Then, according to [17], the mixed-strategy Pareto equilibrium
of multi-criteria game (A, B) can be defined as follows.

Definition 2. The strategy pair (x*,y*) € X x Y is a mixed-
strategy Pareto equilibrium, if there does not exist another pair
of strategies that satisfies:
(z)" Ay < 2" Ay”,
(z")"By* = (z*)" By.

(6a)
(6b)

Hence, we can achieve the mixed-strategy Pareto equilib-
rium z* = (z7,23,2%) as well as y* = (yf,y3,y5) of our
proposed game.

C. A Light Weighting Solution

At the time of writing, it remains an open challenge to
derive the analytical solution space of our proposed multi-
criteria game. Additionally, there may exist numerous pure-
or mixed-strategy Pareto equilibria, which makes it difficult
for the defenders opt for the optimal strategy considering all
the possible cases. Therefore, in this subsection we propose

m
inzl,xiEO(i:L...,m)},
i=1

a weighting strategy to exploit the reasonable mixed-strategy
relying on nodes’ prior preference on multiple objectives in
order to simplify the calculation.

Based on the linear weighting method, the multi-criteria
game (A, B) can be degenerated into a single-criteria game,
ie.

A(w) = Zkak7 and B(v) = kaBk:a (7)
k=1 k=1

where w = (w,...,wy,) € R, while v = (v1,...,v,,) €
R’f. Moreover, w and v can be deemed as the common
knowledge of both players. It has been proved that the mixed-
strategy Nash equilibrium (x*, y*) of the single-criteria game
(A(w), B(v)) must be a mixed-strategy Pareto equilibrium
of the multi-criteria game (A, B) [18].

Nevertheless, we still have to determine the exact weight
assigned to each objective, which represents its importance to
the player. Hence, according to Eq. (7), we define a pair of
weighting vectors of w = (wy,ws,w3) and v = (vy, v, v3),
which can be given by:

w1 = Qq,
we = 1 [(I)l - ¢1]+7 (8)
w3 = 1 [¥1 — Y14,

as well as
v = o,
vg = Ba[P2 — P2+, 9
vz = 72[V2 — Yol

where “[-];” represents “max(-,0)”, while o, §; and

(I = 1,2) are the weighting factors of information security,
node’s reputation and energy consumption, respectively, which
are capable of being adjusted by players hinging on their
preference. Moreover, ¢; denotes player [’s current reputation
and ®; represents its reputation threshold. Furthermore, v,
denotes player [’s remaining battery power and U, is its energy
threshold. Specifically, the player [ will be removed from the
network if ¢; drops down to zero. Hence, ws and vs increases
with respect to the decrease of ¢;, which means that the player
t focuses more attention on restoring its reputation when ¢
reduces to zero. The same goes for w3 and vs with respect to
;. Therefore, the nodes can adjust their strategies dynamically
with the change of status.

D. Repeated Game

In WSNs, it is common that the nodes interact continually,
which calls for a repeated game with multiple stages. At the
end of each stage, the status of two nodes (i.e., reputation
value, residual energy) is changed according to their actions,
and the weighting vector w and v will change as well. As
a result, we can update the payoff matrices A(w) and B(v)
in the next stage. Therefore, our game model evolves into a
stochastic game model in this repeating scenario. Moreover,
the payoff matrices of a stage are completely determined
by the last stage, which follow the Markovian property. The
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strategy improvement for a single node can be also regarded
as a Markov decision process.

III. SIMULATION RESULTS
A. A Toy Example

In this section, extensive simulations are conducted in order
to evaluate the performance of our proposed game model.
Specifically, let S, = 25 kB, S. =2 kB, R,, =15, R, = 2,
R. =5, E, =5mW-h, E,, =3 mW-h and £, = 2 mW-:h.
Then, the payoff matrix can be rewritten in the form of (A, B)
as shown in Table III.

TABLE III
A NUMERICAL EXAMPLE

Monitor Idle Cooperate
Attack (0,-15,-5), | (25,0,—5), | (25,—2,-5),
(0,15,-3) (—25,0,0) (—25,0,—2)
Idle (0,0,0), (0,0,0), (0,-2,0),
(070: 73) (0707 0) (0707 72)
Cooperate (0,0,-2), (0,0,—2), (2,5,-2),
(0772773) (077270) (7275772)

B. Pure-Strategy Pareto Equilibrium

According to Def. 1, there are three pure-strategy Pareto
equilibria in this example, i.e., (Attack, Idle), (Idle,Idle) and
(Cooperate, Cooperate), where no player can increase all the
aspects of payoffs by changing its action unilaterally. However,
these equilibria are just “weak” Pareto equilibria, where play-
ers can increase part of the aspects of payoffs by changing
the action. For example, in equilibrium (Attack,Idle), it is
reasonable for the defender to turn to Monitor for the security
and reputation gain at the expense of energy loss.

Therefore, the pure-strategy Pareto equilibrium is just non-
dominated, and holds weaker stability than that of conventional
Nash equilibrium. We can not predict which mentioned-above
equilibrium may occur in physical reality, whilst its stability
cannot be guaranteed as well. Hence, we will adopt our
proposed weighting mechanism to analyze mixed-strategies
for a better description of two nodes’ tendency of selecting
different actions.

C. Mixed-Strategy Pareto Equilibrium

As to the simulation of mixed-strategies, we set the param-
eters as shown in Table IV.

TABLE IV
SIMULATION PARAMETERS

Parameter Value Parameter Value
a1 1 kB! Qs 1 kB!
B1 0.02 B2 0.02
3] 200 Dy 200
Y1 0.01 (mW-h)~1 Y2 0.01 (mW-h)~1
L\ 100 mW-h Wy 100 mW-h

Fig. 1.
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Then, we can get the weighting vectors w and v according
to Eq. (8). The mixed-strategy Pareto equilibrium of the
malicious node and the normal node is shown in Fig. 1
and Fig. 2, where there may exist multiple mixed-strategy
equilibria in some cases. Moreover, the optimum solution is
presented in these figures.

Fig. 1a and Fig. 1b illustrate the two nodes’ strategies
parameterized by different reputation and battery power of
the malicious node, i.e. ¢; and ;. Here, we set ¢ = 50 and
12 = 50 mW-h. Firstly, we analyze the probability of selecting
different actions for the normal node. The payoff matrix of the
malicious node, termed A(w), constantly changes. As shown
in Fig. 1b, with the increase of v); and ¢;, the normal node
increases its probability of monitoring the malicious node to
prevent its private information. This is because the malicious
node with high battery power and reputation has stronger
motivation to choose attack. Moreover, with the increase of
11 and decrease of ¢;, the normal node tends to choose
cooperation other than staying idle, which promotes the coop-
eration between nodes and improves the network environment.
However, when ¢, increases and ); is greater than about
80, the original equilibrium no longer exists and the players
turn to another equilibrium, where the cooperation probability
reduces to zero. In this equilibrium, the malicious node with
high battery power and low reputation will be removed from
the network. Fig. 1a reveals the equilibrium strategies of the
malicious node. It chooses the strategy (0.04,0.76,0.2) in
most cases, while may turn to the strategy (0.04,0.96,0) when
11 is high enough and ¢; is low.

Fig. 2a and Fig. 2b show the two nodes’ strategies versus
different ¢o and 1. Here we set ¢; = 50 and 1); = 50 mW-h.
In this case, the malicious node’s payoff B(v) does not
change and the malicious node’s strategies are illustrated in
Fig. 2a. With the decrease of normal node’s reputation ¢o
and the increase of battery power 15, the malicious node
tends to choose cooperation and attack, and the probability
of staying idle declines rapidly. In this case, the normal node
tends to consume energy for cooperation to obtain reputation
and the malicious node can take this opportunity to attack or
cooperate in order to maximize its payoff. When v; continues
to increase, the original equilibrium does not exist and the
two nodes do not choose cooperation any longer, which is
similar to Fig. 1b. In addition, as shown in Fig. 2b, the normal
node’s two equilibrium strategies are (0.56,0.33,0.11) and
(0.56,0.44, 0), respectively.

D. Repeated Game Simulation

In this subsection, we construct a repeated game with 50
stages for observing the long-term strategies of two nodes.
In the simulation, each node selects the action according to
the mixed Pareto equilibrium strategy analyzed above. At
the beginning of the game, the initial reputation value of
nodes is ¢1 = ¢o = 80, and their initial battery power
1 = Yo = 100mW-h. Other parameters are the same as
the previous subsection. Moreover, both kind of nodes only
consider the current payoff and select a greedy strategy, i.e.

o
©
T

strategy x*

strategy y*
e o o ©°
N s (e} [e¢]

o

o
e
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Fig. 3. Two nodes’ strategies in each stage of the repeated game.
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the discount factor equals zero. The simulation is repeated for
50 times to achieve the average results, which are shown in
Fig. 3 and Fig. 4.

The status of two nodes at each stage is illustrated in Fig. 4.
Firstly, Fig. 4a shows the accumulated private information loss
of the regular node, which is also the gain of the malicious
node. The average accumulated information loss in 50 stages
is 24kB and the miss detection rate is less than 2% according
to the simulation parameters, which indicates that the proposed
scheme for regular nodes has high security. The information
leakage rate is increasing with the decrease of the regular
node’s battery power and the increase of malicious node’s
attacking probability. Moreover, the curves in Fig. 4b indicate
that malicious node’s reputation gradually decreases and the
regular of ordinary nodes increases. Therefore, the reputation
mechanism is conducive to differentiating the types of the
nodes in WSNs, which can protect the regular nodes and
remove the malicious nodes from the network. Finally, it is
apparent in Fig. 4c that the nodes’ battery power decreases as
the repeated game goes on. Because the IDS acts frequently
under potential attacks, the regular node consumes the power
more rapidly than the malicious node and almost depletes its
battery power in the last stage. Therefore, in order to enhance
the security of WSNGs, it is necessary to check and restore the
battery power of the nodes.

In addition, Fig. 3a and Fig. 3b show the strategies of
malicious nodes and ordinary nodes in different stages of the
game. As the game goes on, the probability that the malicious
node chooses attack increases gradually. Moreover, the regular
node’s average detection probability is about 70% and the
regular node tends to stay idle rather than to cooperate.

In conclusion, our simulations verify the effectiveness and
practicability of our light weighting strategy and simulation
results reveal the rationality of both kinds of nodes in this
game.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a multi-criteria game based
intrusion detection model in WSN. We derived and reviewed
the pure-strategy Pareto equilibrium of our game model.
Moreover, although the analytical solution of our game model
remains an open challenge, we deduced the reasonable mixed
Pareto equilibrium strategies relying on our preference-based
weighting mechanism. In our numerical example, simulation
results and corresponding theoretical analysis show the ef-
fectiveness and feasibility of our proposed mechanism. In
future work, we intend to improve our model to delineate the
scenario of dynamic games as well as games with incomplete
information in WSNs.
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